
                         

SANDIA REPORT
SAND201X-XXXX
Unlimited Release
Printed September 2017

Exploiting Social Media Sensor 
Networks through Novel Data Fusion 
Techniques

Tina Kouri
Ali Pinar

Prepared by
Sandia National Laboratories
Albuquerque, New Mexico  87185 and Livermore, California  94550

Sandia National Laboratories is a multimission laboratory managed and operated 
by National Technology and Engineering Solutions of Sandia, LLC, a wholly owned 
subsidiary of Honeywell International, Inc., for the U.S. Department of Energy’s 
National Nuclear Security Administration under contract DE-NA0003525.



2

Issued by Sandia National Laboratories, operated for the United States Department of Energy by 
National Technology and Engineering Solutions of Sandia, LLC.

NOTICE:  This report was prepared as an account of work sponsored by an agency of the United 
States Government.  Neither the United States Government, nor any agency thereof, nor any of 
their employees, nor any of their contractors, subcontractors, or their employees, make any 
warranty, express or implied, or assume any legal liability or responsibility for the accuracy, 
completeness, or usefulness of any information, apparatus, product, or process disclosed, or 
represent that its use would not infringe privately owned rights. Reference herein to any specific 
commercial product, process, or service by trade name, trademark, manufacturer, or otherwise, 
does not necessarily constitute or imply its endorsement, recommendation, or favoring by the 
United States Government, any agency thereof, or any of their contractors or subcontractors.  The 
views and opinions expressed herein do not necessarily state or reflect those of the United States 
Government, any agency thereof, or any of their contractors.

Printed in the United States of America. This report has been reproduced directly from the best 
available copy.

Available to DOE and DOE contractors from
U.S. Department of Energy
Office of Scientific and Technical Information
P.O. Box 62
Oak Ridge, TN  37831

Telephone: (865) 576-8401
Facsimile: (865) 576-5728
E-Mail: reports@osti.gov
Online ordering: http://www.osti.gov/scitech

Available to the public from
U.S. Department of Commerce
National Technical Information Service
5301 Shawnee Rd
Alexandria, VA  22312

Telephone: (800) 553-6847
Facsimile: (703) 605-6900
E-Mail: orders@ntis.gov
Online order:  https://classic.ntis.gov/help/order-methods/

mailto://reports@osti.gov
http://www.osti.gov/scitech
mailto://orders@ntis.gov
https://classic.ntis.gov/help/order-methods/


3

SAND201X-XXXX
Printed November 2017

Unlimited Release

Exploiting Social Media Sensor Networks 
through Novel Data Fusion Techniques

Tina Kouri
Tasking Planning and Mission Management (6323)

Sandia National Laboratories
P. O. Box 5800

Albuquerque, New Mexico  87185-MS1243

Abstract
Unprecedented amounts of data are continuously being generated by sensors (“hard” data) and 
by humans (“soft” data), and this data needs to be exploited to its full potential. The first step in 
exploiting this data is determine how the hard and soft data are related to each other. In this 
project we fuse hard and soft data, using the attributes of each (e.g., time and space), to gain 
more information about interesting events. Next, we attempt to use social networking textual 
data to predict the present (i.e., predict that an interesting event is occurring and details about the 
event) using data mining, machine learning, natural language processing, and text analysis 
techniques.
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1. INTRODUCTION
National security is essential for the well-being of the United States, but it is becoming 
more difficult to ensure security as the threats against the United States continue to 
increase. An important tool for national security is data utilization since data is being 
generated at unprecedented rates1  from a variety of sources. According to [2], the 
intelligence world is changing due to changes in the world where available data is 
“dispersed, not concentrated” and “open to several sources”. The authors of [2] also 
state that community needs to be “open to strong utilization of new information 
technologies to take profit of the information (often contradictory) explosion 
(information density doubles every 24 months and its costs are halved every 18 
months [3])”. It is imperative that we use every available source of information to 
protect our nation.

Sources of data include traditional sensors (e.g., space and ground sensors) and 
nontraditional sensors (e.g., human generated social media text). Traditional sensors 
are an essential source of data since they provide unbiased and trusted data points for 
current events, but they may not be sufficient for making operational decisions due to 
limited field-of-views or visual obstructions [4]. Non-traditional data sources are 
useful for gathering exclusive information because of their openness and their 
abundance of information, but may be ineffective due to their unreliability [4]. Social 
media platforms (e.g., Facebook and Twitter) encourage users to post anything from 
anywhere at any time [5], essentially creating citizen journalists [6].

Although there have been several significant advances in big data research and in 
utilizing the available social media data, there is still a lot of work to be done to fully 
exploit the knowledge contained in the vast amounts of data. [7]

A first step in fully exploiting the information contained in multiple data sources is 
Data Fusion (DF). DF algorithms must determine which data, from the various 
sources, are related to each other. For example, we may wish to determine which 
Twitter2  posts (i.e., tweets) are associated with a specific earthquake that is reported 
by the USGS Quake ML service3 . Section 2 describes approaches to DF.

In addition to fusing data in order to gain more information about an event from social 
media, we may want to use social media to predict a current event. For example, it is 
useful to predict that an earthquake is occurring using tweets since users typically start 
posting about an earthquake within seconds. USGS researchers have found that, for 
some earthquakes, information about the earthquakes is available from tweets before 
their equipment is able to publish information about the earthquake [8]. The few 
minutes warning may help people get to safe location. Section 3 describes approaches 
to predicting the present.

1 “90%” of the data in the world today has been created in the last two years [1]
2 http://www.twitter.com
3 https://earthquake.usgs.gov/earthquakes/feed/v1.0/quakeml.php
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2. DATA FUSION
Vast amounts of data are being generated from many different sources and many of 
those sources are referring to the same event. For example, USGS reports various 
statistics (e.g., location, magnitude, and time) for earthquakes it senses and Twitter 
users tweet about their earthquake experiences. Each of the sources tell a different part 
of the same story using their own unique properties and attributes. DF is designed to 
merge the data for an interesting event in order to gain more information about the 
event.

The DF problem is formally defined in Definition 2.1 and an example instance is 
shown in Example 2.1.

Definition 2.1. Given:

 A “hard” data set of interesting events

 A “soft” data set of text posts, where each text post has at least one of the 
following properties

o Post is from a compatible time period

o Post is from a compatible geographic region

o Post mentions the geographic region

o Post mentions the interesting event

Use attributes of each event/post to fuse the “hard” and “soft” data. Extract 
information from the “soft” data in order to gain more information about the observed 
interesting event. 

Example 2.1. Use twitter to gain more information about holiday flight delays to/from 
Albuquerque

 Our set of interesting events is the hard sensor observations of delayed flights 
over the 2015 Christmas holiday season

 Our soft data set is all tweets. We are interested in posts that

o Originate late December or early January

o Originate in Albuquerque or nearby

o Mention Albuquerque

o Mention things related to flight delays

Note that Definition 2.1 limits the amount of textual data we consider due to the vast 
amounts of textual data that are available.

2.1. Related Work
There has been a lot of research in exploiting information from big data sources [9], 
but the next big challenge in big data research is DF [7,10–12]. Some of the current 
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approaches to the DF problem rely on user input and use traditional data mining 
techniques [11,13] or mathematical techniques. Mathematical techniques include 
Modified Dempster’s Rule of Combination (MDRC) [4] and random set theory 
techniques [14]. Researchers have identified many challenges with developing DF 
algorithms, which include performing the fusion and analysis of the results in real-
time [9].

In [13], the authors survey several recent DF algorithms and compare the results on 
flight and stock market data sets. They claim that many DF algorithms rely on some 
mechanism of voting which may or may not take into account the trustworthiness of 
the source or whether or not some sources copied from each other (e.g., a Twitter 
retweet). They found that many of the algorithms had to tradeoff between efficiency 
and precision, which implied that the best algorithm to use was dependent on the data 
set being analyzed and the application the results were used in. The authors found that 
the approaches which considered the trustworthiness of the source were the most 
promising.

2.2. Algorithm
We have developed an algorithm to fuse “hard” and “soft” data based on the attributes 
associated with each. The algorithm fuses all data that are within the specified bounds 
for each attribute evaluated. Each attribute computation is normalized by dividing by 
the maximum difference between any two potentially fused events. The attributes are 
weighted and summed together to get an overall score for the fusion. See Example 2.2 
for an illustration of how score are computed. Fused data is recommended using a 
nearest-neighbor algorithm.

Example 2.2. Let x be an interesting event that occurs at position lx and time tx. Let y 
be a potentially fused event that occurs at position ly and time ty. Let L be the 
(absolute) maximum distance between x and any other potentially fused event. Let T 
be the (absolute) maximum time between x and any other potentially fused event. 
When the time and position attributes are equally weighted, the score for y is

(1)

In Example 2.2 we used time and location attributes to illustrate how we fused hard 
and soft data based on attributes. Although there are other attributes that we may use 
(e.g., sentiment), we have found that time and space are the best indicators of related 
events, which is a logical and expected result. According to [15] the first law of 
geography which states “everything is related to everything else, but near things are 
more related than distant things” [16]. The same principle applies to time since things 
that occur close in time are usually more related than things that occur at significantly 
different times. Additional attributes may be checked by the algorithm, which may be 
useful depending on the data set and the DF application.
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Figure 2.1. Tweets following an earthquake in CA

When considering time and space of textual data, it is possible that more than one time 
or location may be referenced. Therefore, it is imperative that the algorithm be able to 
account for multiple times and locations. In our algorithm, we use the point from the 
soft data which is closest to the hard data point we are considering.

It is also possible that textual does not have a location or relevant time. For example, 
during an earthquake users typically post a short statement which simply indicates that 
there is an earthquake, e.g., the entire tweet is simply “earthquake”. Figure 2.1 shows 
some example tweets following an earthquake in California. If a potentially fused 
event does not have an attribute then that attribute is ignored when computing the 
score and the weights are adjusted accordingly.

Since we are working with user-generated text data, it is common to encounter text 
with a date that is not complete (e.g., December 2016) or a location that is not precise 
(e.g., Albuquerque, NM). The algorithm completes the date and adds some uncertainty 
to the date (e.g., +/- 1 day) or location (e.g., +/- 1km). The amount of uncertainty 
added depends on how uncertain the data is. The differences between two uncertain 
attributes is computed using the point where their ranges are closest together.

In user generated text data, it is possible that an attribute is referred to more than once. 
For example, text may state something such as “Last Tuesday I did something, but 
Friday I did something else”. The algorithm allows objects to have more than one of 
each attribute.

Natural Language Processing Since DF is dependent on the attributes of the data we 
must utilize the appropriate tools to extract information from textual data. Some of the 
data is easily obtained using the meta data (e.g., a time stamp), but much of the 
interesting data will come from the text itself. For example, a twitter user may have 
their location set to California, but post about an event they are at in another state.

Several tools have been developed to process text data and extract information from 
the text [17–20]. The tools are able to extract dates and times [18], locations [18], 
sentiment [18], topic [17, 19, 20], and type of speech (e.g., question or statement) [19]. 
Researchers are continuing to improve the Natural Language Processing (NLP) 
algorithms to more efficiently and effectively extract useful information from text 
data. In this work, we use the Stanford CoreNLP library [18] to extract dates, 
locations, and sentiment from text data.

2.3. Software
We have developed DF software, using the Java programming language, to test and 
visualize the algorithms developed for DF. This software is designed such that any DF 
algorithm may be used so long as it implements the specified, simple, interface. The 
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software provides tools for recommending fused data, using user specified 
relationships between data items, and visualizing fused data.

The interface for the DF algorithms computes a score for each data item which is 
fused with the selected event. This score may be used to recommend fused data results 
which are the most relevant. We have implemented a nearest-neighbor recommender 
system, but the software is designed to allow developers to plug-in their own 
recommender systems. The software is also designed to allow recommender systems 
to utilize user-defined ratings for fused data items.

Users can define related data (e.g., user can define that Sandia NM is related to Sandia 
CA) which is useful learn more about an event which is not occurring in a single 
geographic location. For example, if both Sandia NM and Sandia CA are having an 
HBE event then, knowing that the two locations are related and seeing that they both 
have text data related to that event, we could glean additional information about the 
event and the scope of the event. Relevant locations, like relevant content in text, 
cannot be linked without external knowledge [9]. For example, Magic Mountain and 
Six Flags California refer to the same location, but they would not be linked without 
additional information.

The software also provides tools for visualizing fused data, which includes plotting the 
fused data on a map, graphing trends over time, and finding trending keywords in 
fused textual data.

It is often useful to see the results of a DF algorithm. We display the results of DF on a 
Java WorldWind4 map . The data item which represents the interesting event is 
displayed as a point on the map and each fused data item is displayed as a point on the 
map in a different color. Each of the points which are placed on the map are color-
coded based on their data type (e.g., “hard” sensor data is blue, “soft” textual data is 
green, location data is red).

Each fused data item is selectable to allow users to find additional fused data items. 
For example, if we are detecting tweets which are associated in time and space with a 
specific earthquake then we may wish to find which other earthquakes could possibly 
be related to one of the fused tweets.

Users may also to wish to create charts to visualize trends over time. For example, 
create a chart which shows the number of text messages and sensor events over time. 
The software uses JFreeChart5  to generate graphs requested by the user. Users may 
select the time period which should be displayed on the chart as well as the periodicity 
(e.g., days, weeks, months).

Fused textual data may provide additional information about an event based on which 
words are trending. Therefore, the software provides functionality to determine 
trending keywords. This functionality is implemented using the Foundry library [21]. 
The user interface for finding trending terms includes several, optionally enabled, 
filters and tools, which include: (1) a stop words filter so that common words such 

4 https://worldwind.arc.nasa.gov
5 http://www.jfree.org/index.html



15

‘the’ do not appear on the list of trending terms, (2) a minimum (and maximum) word 
length filter so that excessively small words do not appear on the list of trending 
terms, (3) a Porter English Stemmer so that words with the same root (e.g., shaking 
and shake) are considered the same word, and (4) a synonym substitution tool so that 
similarly defined terms (e.g., earthquakes and quakes) are grouped together.

The software has several additional features, including: (1) Filters which allow users 
to cull data as it is being input from a file so that only relevant data is considered, (2) 
Attempt to determine the type of data held in each column of a CSV file based on its 
column name, (3) Users may select a maximum number of fusion results to display 
which limits the results to those which are most relevant, and (4) Users may add 
additional dates and locations to events.

2.4. Future Work
In Section 2.3, we stated that software is designed to allow a recommender system to 
utilize user-defined rankings of fused data items in order to recommend future fused 
data items. It would be useful to develop and implement a more advanced 
recommender system which uses this data and other additional relevant data.

Due to the nature of human-generated textual data, it is more error-prone than 
traditional sensor data. Users may post erroneous information for a variety of reasons 
(accidental and purposeful) which means that the trustworthiness of data sources must 
be evaluated and incorporated in the DF and recommendation algorithms.
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3. PREDICTION
Researchers have developed algorithms which use Twitter to predict and/or provide 
additional information about events which trend on social media [22]. We have 
attempted to use Twitter to detect and learn about important, yet smaller scale events. 
We selected as our exemplar problem detecting smaller earthquakes (yet still large 
enough to be felt by humans) or earthquakes which occur in areas which are not 
densely populated by Twitter users. We explore developing algorithms to “predict the 
present” (see also [23]), namely the time6 , location, and magnitude of earthquakes 
using Twitter as a sensor.

We focused primarily on earthquakes which occurred in the United States whereas 
much of the previous research in this area focused on Japan. The previous research 
selected Japan since there are a large number of Twitter users in areas which 
frequently have earthquakes [24–26]. The authors of [26] state that the only area 
where the population of Twitter users truly overlaps with earthquake occurrences is 
Japan. They do acknowledge that there are areas of the United States (e.g., Los 
Angeles and San Francisco), Indonesia, Turkey, Iran, and Italy have some intersection, 
but their densities are significantly lower than Japan. We decided to focus on the 
United States, which also has a significant active Twitter user population and has 
earthquake activity (see Section 3.2), but the Twitter user population is not as dense as 
Japan and there are fewer significant earthquakes.

Section 3.1 described related work. Section 3.2 describes the data we use to explore 
this problem and some of the problems we encountered while working with this data. 
Section 3.3 describes our approach and ideas for solving this problem.

3.1. Related Work
Researchers have used various forms of social media, such as twitter [4,8,24–30], 
blogs [31–33], search trends (e.g., Google Trends7) [23,34], and news articles [35] to 
make predictions and to determine public opinion about events. They have created 
models to predict a variety of things, including elections [28], the stock market 
[29,35], product sales [27,31–34], threats [4,30], and natural disasters [8,24–26]. 
Keyword [4, 8, 24–26, 28] and sentiment [27–29, 32, 33] features are often used to 
create prediction models.

The authors of [36] discuss the Google flu trends algorithm, which was originally 
created in 2008. They discuss the errors in their model and why they significantly 
overestimated the number of flu occurrences in 2011 [37]. During the flu season of 
2011, the algorithms of their model were affected by the increase queries due to 
increased media coverage. Part of their algorithm looks for sharp increases in queries 
which they labeled as “inorganic” and remove them from their model, but they failed 
to account for increases in queries over an entire flu season. Filtering out large spikes 
will not work for detecting earthquakes, since large spikes are expected whenever an 
earthquake occurs.

6 Time is “predicted” as simply the earliest Tweet which is known to be associated with the earthquake
7 https://trends.google.coml/trends/
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3.2. Data
In this section we describe the data sources we considered for the prediction problem 
and our approach to acquiring data.

3.2.1. Twitter
Twitter is a social network microblogging service where users post short messages 
(i.e., microblogs), called Tweets [38]. Many active twitter users update their 
microblog several times per day and the updates are not necessarily unique (e.g., a 
user may retweet another user’s post). Users post about anything and everything - see 
Figure 3.1 for a sample of Tweets from the “Spritzer” stream. Twitter also has an API 
which allows researchers to download Tweets along with metadata about the Tweets. 
Due to the abundance and variety of Twitter data, researchers have started developing 
algorithms to extract useful information from the service.

Figure 3.1. Tweets retrieved from the “Spritzer” stream on June 2, 2017

History and Statistics. The Twitter service started in 2006 [39] and has since 
become very popular among social network users. According to www.statista.com, as 
of the second quarter of 2017, there are approximately 328 million monthly active 
Twitter users worldwide [40]. Figure 3.2 shows the growth of the Twitter service since 
2010.

The millions of Twitter users are dispersed throughout the world, but some areas of 
the world have significantly more users than other parts of the world. Figure 3.3 shows 
the number of Twitter users in 32 different countries, ranked by the percentage of 
Twitter users. Figure 3.4 is a heat map and a cluster map of the 1,000,000 tweets for 
an arbitrary day in 2017. Clearly some parts of the world have more active Twitter 
users than other parts of the world. 

Analyzing Tweets. Text analysis is an essential step in extracting information from 
tweets and several techniques have been developed for text analysis. Bag-of-words 
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model textual analysis is simple to understand and implement, but researchers have 
found that results from bag-of-words model are often inferior to methods which 
consider named entities, noun phrases, or appraisal words [32,35]. The bag-of-words 
model considers all of the words in the text, but does not consider structure or context, 
whereas more advanced methods are designed to perform more in-depth analysis.

Figure 3.2. Number of active Twitter users worldwide from 1st quarter 
2010 to 2nd quarter 2017 (in millions) [40]

Figure 3.3. Countries ranked by percentage of Twitter users[41]
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(a) Heat Map

(b) Cluster Map
Figure 3.4. The One Million Tweet Map [42]
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Challenges. There are many unique challenges that arise when working with Twitter 
because of its nature. The authors of [9] describe some of Twitter’s distinctive 
features: (1) time sensitivity (bloggers may make several updates each day which may 
or may not pertain to a recent event), (2) short length (tweets are limited to 140 
characters), (3) unstructured phrases, and (4) abundant information.

We encountered many similar problems as we worked with the Twitter data, 
including:

1. The data is incomplete
For example, many posts regarding an earthquake simply state “earthquake” 
without any reference to location or magnitude. It is possible for users to geo-tag 
their tweets, but very few users add this tag.

2. The data is noisy [37]
Many of the tweets are not relevant to any interesting event (e.g., a user may post 
about their dinner) or a tweet may be posted long after an event (e.g., “that 
earthquake last week was very scary”)

3. The data is unreliable
There is no requirement that a tweet contain factual information. For example, a 
user may post about a non-existent earthquake just to see if they can get the topic 
trending. There is also no requirement that a user post about an event at all. For 
example, if there is an earthquake users may not post about it if they are more 
worried about their safety. The authors of [43] observe that popular sources of big 
data (e.g., twitter) are not “designed to produce valid and reliable data amenable 
for scientific analysis.”

4. The data is unstructured
Users may post about an event using any vocabulary or grammar they wish.

Trustworthiness. As mentioned previously, Twitter data is unreliable since it is not 
“designed to produce valid and reliable data amenable for scientific analysis” [43]. 
Therefore, current research initiatives are investigating how to determine whether 
social media information is true or false.

In [44], the authors develop a service8  to determine if claims are true or false based on 
the footprint of how they propagate through social media. They compute a “spreading” 
score and a “skepticism” score which reflect how far a claim is spreading and a ratio 
of tweets doubting a claim, respectively. To determine if a Tweet expresses doubt in a 
claim, the authors use keywords which they found to be common in Tweets. The 
authors found that most of the time false claims do not spread in the same manner as 
true claims. They also observe that some false claims never gain enough traction, or 
spread far enough, that others express doubt in them.

In [5], the authors describe a rumour detection/classification system which gathers and 
analyzes the judgements of users to track the veracity status of a rumour as the 

8 http://twittertrails.com/
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judgements are being made. The authors define a rumour as a “piece of circulating 
information whose veracity status is yet to verified at the time of posting”.

3.2.2. Earthquakes
In the United States, the size of an earthquake is measured as magnitude of the 
earthquake. The lowest magnitude that may be felt by a human is just around 
magnitude 2.5, but it is rare for this level of earthquake (e.g., it may be felt by a few 
people on the upper floors of buildings). Magnitude 3.0 earthquakes will be noticeable 
by most people indoors. Table 3.1 shows the relationship between earthquake 
magnitude and the amount of energy released. [45]

USGS. The United States Geological Survey (USGS) was created in 1879 by congress 
and their mission is to “provide science about the natural hazards that threaten lives 
and livelihoods, the water, energy, minerals, and other natural resources we rely on, 
the health of our ecosystems and environment, and the impacts of climate and land-
use change” [46]

One important natural hazards which is researched by USGS is earthquakes. They 
have developed several tools (e.g., QuakeML9 , Advanced National Seismic System 
(ANSS)10, National Strong Motion Project (NSMP)11 ) to help them better understand 
many aspects of earthquakes.

The QuakeML service reports earthquakes that are detected by USGS equipment and 
provides a REST API for users to access this information. Figure 3.5 shows 
earthquakes with magnitude 4.5 or higher and Figure 3.6 shows earthquakes with 
magnitude 3.0 to 4.5. Table 3.2 summarizes earthquakes reported by the QuakeML 
service.

Table 3.1. Earthquake Magnitude and Energy

Magnitude Energy Release
(Equivalent Pounds of Explosive)

10 120,000,000,000,000
9 4,000,000,000,000
8 120,000,000,000
7 4,000,000,000
6 120,000,000
5 4,000,000
4 120,000
3 4,000
2 120

9 https://earthquake.usgs.gov/earthquakes/feed/v1.0/quakeml.php
10 https://earthquake.usgs.gov/monitoring/anss/
11 https://earthquake.usgs.gov/monitoring/nsmp
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3.2.3. Acquiring Data
Social Media Data. There are two approaches which are used for sampling social 
media streams: (1) top-down approach and (2) bottom-up approach. In the top-down 
approach, social media is specifically sampled for posts related to a known event. This 
may be done by filtering in time and space for the specific event and by filtering the 
text for keywords12 . Alternatively, the bottom-up approach samples the entire social 
media stream to retrieve posts related to real-time event or the posts from the stream 
are marked by a user to indicate if they are relevant for the topic being studied. [5] For 
this project we ended up using a bottom-up approach, in part due to the limitations of 
acquiring Twitter data.

We downloaded twitter data from the “spritzer” stream13  for several months in 2017 
using the Twitter4J API14  and we received historical Twitter data from another 
researcher at Sandia National Labs for several days in 2016 which had earthquakes 
reported by USGS. Note that the Twitter API is written for users to retrieve real-time 
Tweets or to retrieve very recent Tweets. Therefore, it very challenging to acquire 
Tweets for past events. The Twitter data was put into two separate databases. The first 
database contained all of the tweets which we acquired. The second database only 
contained tweets which contained a keyword related to earthquakes in its text. We 
primarily use the keywords database for earthquake detection.

For this project we used a fixed set of keywords, but it is important to note that as a 
topic diffuses through social media, the terms used to describe that topic may change 
[47,48].

Overall, we gathered over 155 million tweets. Approximately 530,000 (0.3%) of the 
tweets gathered are geo-tagged. Approximately 1.6 million of all of the tweets have a 
keyword associated with earthquakes, of those tweets approximately 7000 (0.4%) are 
geo-tagged. When we attempted to limit Tweets messages to those within a specified 
geographic area for a given time period, the API often returned zero relevant Tweets.

Earthquake Data. We acquired earthquake data using the USGS QuakeML service, 
which reports earthquakes that the USGS detects and provides a REST API for users 
to retrieve information about the earthquakes. Figure 3.5 shows earthquakes with 
magnitude 4.5 or higher and Figure 3.6 shows earthquakes with magnitude 3.0 to 4.5. 
Table 3.2 summarizes earthquakes reported by the QuakeML service.

Notice that there are more earthquakes (both large and small earthquakes) in Japan 
than there are in the United States. Recall from Section 3.2.1 (Figure 3.2) that the 
density of internet users that are active Twitter users in Japan is larger than the in the 
United States.

12 Filtering textual data based on keywords is a commonly used technique when working with social media data [4]
13 The “Spritzer” Twitter stream provides approximately 1% of all tweets
14 http://twitter4j.org/en/
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(a) January 1, 2016 – January 1, 2017

 

(b) January 1, 2017 – July 31, 2017
Figure 3.5. Earthquakes with magnitude 4.5 or higher [49]
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(a) January 1, 2016 – January 1, 2017

(b) January 1, 2017 – July 31, 201
Figure 3.6. Earthquakes with magnitude 3.0 to 4.5 [49]



26

Table 3.2. Number of earthquakes reported by USGS

Number of Earthquakes
Jan 1, 2016 – Dec 31, 2016 Jan 1, 2017 – Jul 31, 2017Magnitude

United States Worldwide United States Worldwide
> 5.0 12 1664 5 860

4.5 - 5.0 10 5754 3 2404
4.0 - 4.5 65 8963 23 3732
3.5 - 4.0 243 1830 108 958
3.0 - 3.5 905 2869 345 1535
2.5 - 3.0 2582 6828 1083 3631
2.0 - 2.5 3390 11028 2017 6943

3.3. Learning from the Data
After collecting the data we compared the earthquake data from USGS with the 
Twitter data to look for correlation of known earthquakes. As expected, in populated 
areas with a large number of active twitter users the number of tweets which mention 
the earthquake dramatically increase after a significant earthquake - see Figure 3.7. 
Some examples of tweets related to the earthquake are shown in Figure 3.8.

Figure 3.7. Number of tweets with earthquake keywords following a 
magnitude 5 earthquake in California in June of 2016
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Figure 3.8. Tweets following a magnitude 5 earthquake in California in 
June of 2016

For smaller earthquakes, the data did not have nearly as much correlation

After collecting the data, we initially attempted to detect earthquakes from the Twitter 
stream using the detection algorithm described in [8]. The detection algorithm looks 
for Tweets which contain the word “earthquake” and computes short-term-average 
(one-minute) divided by long-term-average (sixty minutes). The authors state that their 
formula is commonly used in seismology to detect and time seismic phases. The 
algorithm includes user-set parameters which can be used to tune the sensitivity of the 
algorithm. We tested their algorithm using their recommended parameters for  
sensitive, moderate, and conservative detection using the “earthquake” keyword as 
well as additional keywords associated with earthquakes, such as “shaking”. The 
selected keywords were determined by looking at the Tweets following a magnitude 5 
earthquake in Southern California and using Google Correlate15  [50].

The authors of [8] state that as the sensitivity is increased (i.e., as it becomes less 
conservative), more false positives will be reported. As expected, we found that as we 
increased sensitivity more earthquakes were reported, but most of these reports did 
correlate with a known earthquake nor did they seem to identify an actual unknown 
earthquake (i.e., an earthquake which was not detected by USGS). The results of 
running the algorithm are summarized in Table 3.3.

15 https://www.google.com/trends/correlate
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Table 3.3. The number of earthquakes reported by [8] on our data for 
various settings

Detection Setting “Earthquake” Only Additional Keywords
Conservative 5 5

Moderate 27 35
Sensitive 100 164

Next, we attempted to detect earthquakes using text analysis and machine learning 
techniques. We utilized Sandia’s Cognitive Foundry library, which is a robust 
software library for Cognitive Science and Technology applications [21] that provides 
an extensive library of powerful machine learning algorithms.

We trained machine learning algorithms with approximately 5,000 manually classified 
Tweets from the keywords database. The features we examined included: (1) the 
length of the tweet, (2) the number of unique keywords in the tweet, and (3) the total 
number of keywords in the tweet. This approach is similar to the approach in 
[25].Unfortunately, we were not able to develop a model which was able to correctly 
determine whether or not a tweet referred to an actual earthquake. This is due, in part, 
to the short length of tweets.

Soft data may be a useful tool for making predictions, but as the authors of [43] 
observed, it should not be a standalone alone tool. Rather is should be combined with 
hard data in order make more accurate predictions. Finding useful information about 
interesting events using social media can be like finding a needle in a haystack.
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4. CONCLUSION
DF is an important problem which has many useful applications, but there is still more 
work to be done in order to fully exploit the information contained in the vast amounts 
of available data. This project has brought many of the available tools together in 
order to start exploiting the available information
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